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Novel Mechanisms to Support Scientific Visualization on Multi-Display

*Multi-Display System (MDS) is a scalable visualization system, which In general, MDS has a cluster-based architecture.
provides a virtual high-resolution screen by combining multiple sets of - The head node and the display nodes are cooperated by dedicated visual-
computers and monitors. ization software. (e.g. SAGE2, ParaView, COVISE etc.)
. . . - TP - - The head node provides to allow users to move/resize the window on the
*An implementation of MDS is now utilized for scientific visualization. MDS.
- MD$ can wsughze d_|fferent types of scientific data without a lack of infor- - Each display node renders a fragment Multi-Display System
mation. (e.g. simulation results, network graph etc.) of visualized data and then displays =
- A lot of re_searqhers can the rendered image onto a monitor.
observe visualized data
simultaneously and exchange | _— . -
ideas with each other on the T — ) Application
spot. = : |

Display
Nodes

User's PC Head Node

*SAGE2 (popular visualization middleware) provides a screen sharing function- +Proposed method: Virtual screen and pipeline streaming
ality, which is the function to stream user's desktop contents to a multi-display. - Xvnc creates the virtual screen at an arbitrary resolution on the head
- A screen sharing functionality that allows users to display their own node regardless of the specifications of its monitor.
application on their own PC onto the MDS.

Problem: Resolution constraint
- The desktop contents are displayed at the same resolution as the monitor
of the head node.
- Large difference in the screen resolution will deteriorate the visibility of
desktop applications.
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Head Node (1280x720) Tile-Arrayed Monitors (7680x3240) +To improve the frame rate in the high-resolution streaming, the streaming

rocess is pipelined.
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High Frame Rate MDS on Low-Spec Computers

+To construct MDS by using high-spec computers, the cost is very high. On
the other hand, a low-spec computer like Single Board Computer (SBC: e.g.
Raspberry Pi, NVIDIA Jetson Nano) does not cost much but also have : Compressed Frame§

graphics performance sufficient for a single monitor. Sequential - - ¢ Normal Frame
Control : Message
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Problem: Existing MDS middleware require more powerful computer. l é’é]é]
- SBC’s CPU performance is not enough for exiting MDS middleware. Parameter Feneive
Receiving frame packets and JPEG expansion are the major bottlenecks Sore e a1 friciegl | [ iciiny
at decreasing frame rate.
- Using SAGE2 in Raspberry Pi 3, the frame rate is 1-5fps.
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+SAGE?2 on Raspberry Pi3 : 1.2 fps
+Display Cluster : 2.1 fps
+Proposal Method: 23.2 fps
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